
DNNs better than humans at image recognition!!

Alex Krizhevsky et al. Nips 2012

ImageNet
1,000 Categories

1.3 M Images
Human error: 5%

DNN: 3%



Deep Neural Networks/Deep Learning

Understanding images Describing them

Karpathy & Fei-Fei 2015



Deep Reinforcement Learning





Just within Google

• Search 

• Search by image 

• Driverless cars 

• Youtube recommendations 
• videos  
• thumbnails 

• Maps 
• reading street addresses 

• Etc.



• Tagging 
• Determining close friends?



No hands. Just a Deep Neural Network!



Every Major Company

Live translation





• 17,000 human hours to label. 3.2 million images. We 
automated 99.3% with human-level accuracy with 
deep neural networks


• Stop poaching, protect endangered species, 
transform ecology

Automated Ecological Understanding



Project 1:
“AI Neuroscience”: How much do deep neural 

networks understand about the images they classify?

Anh Nguyen Jason Yosinski Alexey Dosovitskiy

Main collaborators:



Deep Neural Networks/Deep Learning

~1M neurons 
~100M weights



Deep Neural Networks/Deep Learning

~1M neurons 
~100M weights



One neuroscientist method:  
investigate function of individual neurons

• Record a single neuron

• Show it pictures

• See what it responds to

Quiroga et al. Nature 2005

etc….



Quiroga et al. Nature 2005

Kobe Bryant

Multifaceted

“Kobe Bryant Neuron”



Open Questions

• Is it really a Kobe Bryant neuron?

• or a basketball player neuron?

• or an LA laker neuron?


•Can’t show all possible images



Ideal Test: Synthesize Preferred Inputs



Ideal Test: Synthesize Preferred Inputs

LA Laker neuron



Ideal Test: Synthesize Preferred Inputs

Kobe Bryant neuron



Possible with Artificial Neural Networks



Investigating What Each Neuron Does

Pretrained, Fixed DNN Optimize Pixels 
e.g. via Backprop 



Investigating What Each Neuron Does



“Deep Visualization”



Deep Visualization Take 1
Nguyen, Yosinski, Clune, 2015, CVPR

DNN Confidence: > 99.6 %  for all



Digits

>99% accurate
“9”



Images that fool one network fool others!

Lion

Lion

Starfish

Starfish



Images that fool one network fool others!

Courtesy: Dileep George, co-founder Vicarious



Huge reaction

63rd most talked about scientific paper worldwide in 2015 - Altmetric

TODO: ADD NATURE



Larry Page,  
Google co-Founder

Gary Marcus,  
NYU Prof & CEO



Automatic Art Generator





• UW Museum Student Art Competition 
• Judges did not know art was AI-generated (and not human artist) 
• 35% acceptance rate, and an award



Innovation Engines

• Automatically generate interesting, new solutions in any domain 
• art 
• robotics 
• engineering challenges 
• tests and informs biodiversity theories 

• Interested in more? 
• ICML Tutorial: https://www.youtube.com/watch?v=g6HiuEnbwJE 
• CORL Keynote: https://www.youtube.com/watch?v=zpUD9rf5YaQ&t=15069s

Nguyen, Yosinski, Clune, 2015, GECCO



• May not understand much

• Huge security concern

• Helped launch avalanche of 

work into “adversarial & 
fooling examples”


• with Szegedy et al. 2013

School bus Open road!



Why are networks easily fooled?



Hypothesis 1: DNNs do understand, test is bad

• s

Prediction: With constraints to stay in the space of natural images, we WOULD get recognizable objects.



Hypothesis 2: Only learns distinguishing features

School Bus Starfish

Prediction: With constraints to stay in the space of natural images, we WOULD NOT get recognizable objects.



Our “fooling” work suggests the “DNNs don’t 
understand” hypothesis is more likely

Don’t 
Under-
stand

Do 
Under-
stand



Deep Visualization Take 2

Manually Engineered Natural Image Priors



Manual Priors

Simonyan, Vedaldi, & Zisserman 2013

L2 loss from mean image



Yosinski, Clune, Nguyen, Lipson, 2015, ICML Deep Learning Workshop

Deep Visualization Take 2



Deep Visualization Take 3
Multifaceted Feature Visualization. Nguyen, Yosinski, Clune 2016, ICML Workshop



Deep Visualization Take 4

Learned Natural Image Priors 

Nguyen, Dosovitskiy, Yosinski, Brox, Clune. NeurIPS. 2016



Deep Generator Network based Activation 
Maximization (DGN-AM)

...

I m a g e

banana

convertible

..
...

Deep% generator%network
(prior) DNN% being%visualized

candle

Co d e
Forward%and%backward%passes

u9 u2
u1 c1

c2

fc6 fc7
fc8fc6

c3 c4 c5
. . .

u p c o n v o l u t i o n a l c o n v o l u t i o n a l



...

I m a g e

banana

convertible

..
...

Deep% generator%network
(prior) DNN% being%visualized

candle

Co d e
Forward%and%backward%passes

u9 u2
u1 c1

c2

fc6 fc7
fc8fc6

c3 c4 c5
. . .

u p c o n v o l u t i o n a l c o n v o l u t i o n a l

Training the Deep Generator Network (DGN)

CaffeNet (~AlexNet)
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Train w 3 Losses 
• Pixelwise (L2) 
• Semantics Dosovitskiy  2015 
• GAN Goodfellow et al. 2014
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Deep Visualization Take 4
Nguyen, Dosovitskiy, Yosinski, Brox, Clune. 2016. NeurIPS



Nguyen, Dosovitskiy, Yosinski, Brox, Clune. 2016. NeurIPS

Deep Visualization Take 4



Deep Visualization Take 4



State of the Art Generative Model (at the time)

Improved GAN: Salimans et al. 2016 DGN-AM: Nguyen et al. 2016



Discussion

• Are they easily fooled, or do they understand?


• Both!

lawn mower

Natural Image Manifold: p(x)

p(y|x)

p(y|x)p(x)

All possible images



All Layers



All Layers



All Layers



All Layers



All Layers



One drawback to DGN-AM



Improved multifaceted 
 feature visualization

Better  
generative model

Deep Generator Network (DGN) + More Diversity



Plug & Play Generative Networks (PPGNs)
Nguyen, Clune, Dosovitskiy, Bengio, Yosinski. CVPR 2017

Take 5

+ Yoshua Bengio



p(x,y) = p(x)p(y|x)
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MIT Places, 
captioner 
regressor 

etc.

=

=

“Plug & Play Generative Networks”

ImageNet



• Denoising auto-encoders model the 
data density: you can get the 
derivative of log p(x) easily

PPGNs: DGN-AM with Better Sampling
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• We create a code (h) auto-encoder 
• input current code h 
• get ‘more real’ output code h’ 
• move input code in that direction
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Alain & Bengio, 2014



Activate target neuron: 
DGN-AM v1 

realism prior 
current 
code noise

~Langevin sampler without the rejection step

new 
code

softmax of neuron in target network

PPGNs: DGN-AM with Better Sampling

...

I m a g e

banana

convertible

..
...

Deep% generator%network
(prior) DNN% being%visualized

candle

Co d e
Forward%and%backward%passes

u9 u2
u1 c1

c2

fc6 fc7
fc8fc6

c3 c4 c5
. . .

u p c o n v o l u t i o n a l c o n v o l u t i o n a l

Denoising auto-encoders model the data density & provide the derivative of log p(x)



PPGNs: Better MFV & Generative Model



PPGNs: Better MFV & Generative 
Model

Yoshua Bengio added to team

Uses 


DGN-AM+noise+realismPrior

PPGN



DGN.AM)v1



Plug & Play 
Generative 
Networks 

Improved diversity





Conclusions: AI Neuroscience

• Despite our initial conclusions after the “fooling” work,

• DNNs do understand the objects they classify


• their global structure, context, and multifaceted nature

• PPGNs: Generative model & multifaceted deep visualization tool

Do 
Under-
stand



Future Work Ideas

• Generate videos, entire virtual worlds

• Other modalities

• e.g. speech recognition, music classification


• Interpret deep RL networks

• Try with animal brains?



DGNs on real monkeys!
• finds both fooling and 

recognizable images

• predicts a neuron’s 

function!

Ponce et al. Evolving super stimuli for real neurons using deep generative networks. Cell. 2019



Rapid Progress

2015  2016  2017  2015  

cardoon



2022 (today!)















From the 12pm class



From the 2pm Class





Many more, done live: https://twitter.com/sama/status/
1511724264629678084

https://twitter.com/sama/status/1511724264629678084
https://twitter.com/sama/status/1511724264629678084
https://twitter.com/sama/status/1511724264629678084
https://twitter.com/sama/status/1511724264629678084
https://twitter.com/sama/status/1511724264629678084
https://twitter.com/sama/status/1511724264629678084






We can try it!

https://labs.openai.com/e/mLqds5DwxGVud1QXYjg6LfMs





Thanks

Anything else you want to know?


